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DEVELOPMEKT AN!" AFPLICATION OF THE L.7¢ ALAMOS NUCLYFP ¥T.» i'hOf}: HARNWARE,

SOFTWARE, AR CAI.IBRATION

T. M. Benjaman, Fo S. Z. kogers, O. . DPuddy, Jo F.o onheel, . (Jd. Maguaaore,

and 5. . Termer.

There is a great demand for spatially resclvea quantitative trace element
analyses ot geologic samples. Th.s class of samplesi is characteristically
heterogeneous, fine grained, and compositionally complex. The Los Alamos
nuclear microprobe has bech developed for, and applied to, non-destructive
in--situ geochemical analysis, primarily usaing the rroton induced x-ray
emission technique (PIXE). Characteristic x-1ray spectra are acquired by
bombardment with 1 t 200 nA beams of protons from tr2 Los Alamos vertical
van de Graatf accelerator. Beam spot diameters of 10 um are routine. After
spectrum deconvolution, detection limits ot apptoximately 5 ppm are obtained
for an integrated charge on the order of 10 u. Applications, concomitant
with development have included analyses of mﬂtvulllvh,]'z including one
potential sample of Ilﬂrla,"| terroestiaial oil s-!mlnr..'I archacrological artifacts,

and ore mineral samples.

Authorr Benjamin, Roger:s, and Dufiy are in the Inotope and Huclear
Chemistry Dhivigion, Haggiote is in the Electrone: Divisjon, and Tesmer! drn in
the Thysics Division. Al vwe at the Los Alamee Nat ional Lasoratmy, Lo
Alamon New Koexico. Conner s oan the Phyeaes 1o aon, iniver ity of

talifornta, bDavin, California.
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Thee NI ruper oLkt 1l Selenord tainal lens s critical to the
Mrtaiument 0 Ladgh current densataes aid meron scale spots. Lnike
quae Ul fanal lenses, the solenoid can focus ion beams to sulanicr on
diameters whille retaining o useable 200 pl\/'um:! current density. Magnetac
ticlds up to BO Kilogauss can be produced by the solenoid. Jon optics
('umudm'.nmm.!' and the physical dimensions nf the nolenovid and liquid helium
dewar conttrdain the position of the sample stage and the X=tay detectors,
Fig. ' The solenord teduces the spot size detined by the scelectod Pt SEM
daperature b the aperture box, Faig. 1, by a factor of 16 when tocassaed on
target. The nse oi cooled SEN aperat it es samplited spet sa e seloect 1on
1elative te o crooled micro jaw slit system.

In addhivien to a SH(LL) Xx-1ay detector, the sample hamber , Fog. @,
moaant « twe ryntal X=tay spectiometer s oniginally used on oo BA° ety on
Mt ot el o Ponnted hor izontally tather than an the pormel oo o
obactt ey, e o nolenord detined spaco constiaanets oant ooy teo b
maahtonnt oo takeot D angle equal o that of the Sitla Y detector, Theer e
et et er s have ploved to be dhittieult to abwene Firther oot will

Sodve thve probibem o that the high deqpres of X 1ay wavelength deser yminaat jon



characierastic Gf ~rv:t ., v peStron@ters tat e ot ed oh A TRl L A
microprobe system fcr thee @it time.  Even watll boor oalignment, woo Lo
ohtained peak to backdiiuta: 1at. . that are more thanl an orde! ~! M-It i1
super.ur to those obtua:tea w:itl o o« ic sty b maerept obe. These spectror Gl
w.ll tadically improve the rare et crenent (REE) detection lamit: compd! od
te Si(li)  spectrum deconvalut:arn rewilts, to the benefit of many meteoritic
and terrestrial geochemitcal problems.

Near term hardwale addition: waill include precise current intearation by
RBS, secondary electron suppression and on-demand beam detlection to reduce
bremsstrahlung, rapid 2D beam scanhing, and secondary clectron imaging

capability.

Software

The sottware developed at Los Alamos for deconvoluting and quantifying
the Si(Li) PIXF data is hased on calculations using fundamrential parameters.
When applied to the data, quantitative results are obhtained using only one
variable for each element, peak height. The electronic signal amplification
gain and zero ottret arce determined in an energy calibration routine.
Weighed leant squares fitting of known elemental peaks in spectra from
standards anhd tne individual unknowns take into account the discrete X-ray
lines an the data peakx envelopen (for example, the a,, and a., peaks in a Ka
envelope). The X-1ay enelgy depondent gaussian peak half-width function is
Aalso calimated from the same peaks used in the energy calilbnatien. This
tunction, o chatacrterantie of the STLE) detector, appears oxtronely stable
and reproducibtes The sample specttda are then tat with dinerete onvelopey
composed of thee aam of the gqaussians for all the [inen of cach olenent .

Because only one vag fabile pes mult fgausstan envelope, chataeter st ice ol oach



CLRME-NT, A% 1equires o -t s roantine, ALY U Lap probliems can e
guantitat.vely resclved wh:ile LoihiaxliNg eXrcellent detection limats. In the
case 1 REE data, sever: vl it - @ the numerous closely spaced (relative to
Jitlyd energy resolution) -t i impused on a non-linear bremustlahiung
rack-r surnd degrades the detgct n limatsn to roughly 100 ppm.

FEesential to this method :5 knowledge of the relative intensities ot
every ¥-ray line for each element in that particular matrix so that a single
11t paramcter per element sufiicesn. Also required are the relative
intensities between lines of ditiering elements so that a known major element
can be used as an internal standard for quantitication of the abundance of
all other c¢lements in the spectrum. These relative intensities are

calculated by numerical integratjon.7

As the samples are thick taracets, the
numerical integration includes the effects of decreasing beam energy (and the
corresponding X-ray production cross-sections) with dept1 and x-ray
absorption in the sample. AS an example, a 2.5 MeV protoh beam penetrates 50
4m into quartz butl x-rays ftrom elements lighter than Ca, although produced at
this depth, do not reach the detector (Na, 17 um max.; Al, 37 um max.; and Cl
43 gm max.).

A truly tynical spectrum i: shown in Fig. 3. The sample, a meteoritic
plagioclase that hdas been impact shocked into a glass was analyzed under the
following conditiont: ..% MeV protons, 9 nA beam current, 10 um spot, 6.8 uC
Integrated chatge, X-r1ay {ilters gonsisting of 20.334% mq/cm“ Be and
19,117 mg/em’ Al and a numer ical integration step size of 1.0 (1.0 = 10 KeV).
The clemeat s qgiven an the legend and tabulated in Table | were normalized to
the olectron microprobe value of 6. 18 wtt Ca thhough the 1elative intensity
caleulation, The X ray filters were choson to supppess the ma jor eloment s

sieh an Caoan o order to mmimize detectolr deadtime. Note that at this plot
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t.- 81 18 Vely yand.,  ile feble s oty of ther ek tochnigque teguaitoen consin d-
tion of escape and [ leip sum podaks.  The Fe Faba fum jedk it imperfectly {1t
ilthough statistical:y the et in small.  The K Fa aned Fe FaFg suam peak
Nave o zevelo ever a0 The o peak propor tiohalbaty systemat aess Tedgquire:s. the
preséance of some Kb to adegquately mode] the ddata.

Development plant include addition of the x-ray 1luorescence correction,
Lorentzian intrinsic line widths, low energy coxponential tails, and brems-

ttrahlung modeling.

1jkn jQ

Initial calibration: against known materials indicate an accuracy on the
order ot 10% when a major elemeht 15 used as an internal standard. Precise
ccurtent integration by RBS and new trace element standards, both svnthetac
and natural will permit precise intersample comparition. talibration and
settware tefiting dn proqress include analyses of a suste of pure metals;
r) i olloys and minerals usoed o eloectron microprobe standards; funoed

of W-1, AGV- 1, BUKR- 1, and BIHVO- 1 rock standards.
ansitivity to variation o Ul beam enerqgy (and, theretore, Xray

Ireshinet fon 10856 secttent )y, matrax, numer fedd inteqmation step saze, and



]

Tolostalinet Qg detettors to-taragot e (55 and &7 , respectively) ic
L oasseafhed Ly calcuiation.

Examples ot the eftect of miat: : and numerical integration step size are
aiverm in Fage. oand 6. The two mat: oe:, bl and Fe3o4, encompass the mean
atomic numb.cr ! most geologic mater.ailc,  The numerical integration step
sizc is in units of 10 KeV. 1In botl Fige & and & the curves are relative
intensity calculations normalized to a 0.2 (that is, 2 KeV) integration step
size. In Fig. % the X-ray energy depcendence (plotted as atomic number for Ka
X-rays) v& the difference (error) in the relative intensities betwWeen a step
size of L.0 and a step size of 0.2 is shown. As expected, the larger step
size yiclds pooser results but only tor the softer X-rays and at absorption
edges. The difierence is less than %% for all elements heavier than Cl (for
K-linez, and heavier than Ph for L-lines). Fortunately, the deviations due
to step size are linear ftor reasonable ranges of step size (Fig. 6). This
allows, where necessary, extrapolation to zero step size. Adain, the softer
Xx-rays are nmost affected and the matrix effects less significant tor the
higher atomic number elements. This type of analysis, when extended to other
variables inh the system will allow the details of the PIXE analysis technique

to be taillored to the accuracy required by the particular problen.

conc

The PIXE technique has proven 1o be a major advancement in in-situ
nen-destruct ive spat ially resolved trace element analysisu. The lLos Alamos
nucloear microptrobe ir being developed and calibrated to produce vapid and
comprehoensive clemental analysis of complexXx geologle samples with a4 Y ppn

detoect "on Limit .
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PI¥E spectrum, a1 flagicclarne

Eieneint Ccncentration (ppm)
F 3700 + 1400=
Ca =6.18 x 10°
Ti 534 + 35
Cr 13 + 7
Mu 131 4 8B
Fe 7550 + 40
Zn 11 = 2
Ga 60 + 4
Ge 2 + 2
Rb 713
Sr 166 1 12
La 90 . 50
Cte- 30 + 50

»Errors are lo total uncertainty.




FI5. 1.-- Los Alamos rL-.far microprobe beam line = neratic, side viexw.
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To Accelerator Superconducting
Solenoid

4" et .
24 magne Aperature

Faraday Cup Tripiet jBox & Cup
Quadrupole Crystal X-Ray

Slits\lMagnets | | — Spectrometer
| 053 1 o~ -~ SHLD
\ / I B I -
A

Steering Magnets ‘ —

\lon Pumps — 1

[ Yo -]




Los Alamos nuclear :...Ccroprobs sample chamber, tcp view. Crystal
X-ray spectrometers, nct shown (see Fig. 1), are mounted above an?

below Si(L:) detectcr.



Sample Chamber, Top View
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FIG. 3.-- 2.5 MeV PIXE spectrum and iacta deconvolut:sn resiits for Zagami

meteorite shocked p.agicclase. Concentrations g:ver. in Table l.
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FIG. 4.-- Enlarged portion of Fij. . showing excellent fit of reiative

intensity calculation toc data.
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«==- Percentage error as funct:cu oS! ¥-ray energy (plotted A~ atcmic
number for Ke X-rays) and matzrix composition for numer ica:

inteqration step size of .. relative to step size of 0.2.
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Leviataions in relative intersities as function of step c:ze and
matrix composition normalized to step size of 0.2. Results for
calcium and iron are nearly .incident and are displaced for

clarity.
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